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Agenda

A Days of Future Past: Surfing the Platforms
A Things You May Remember

A Building MEDITECH Platform 2 %

A Portals, File Systems, and NTFS, oh my!
A Building Industry Platform 3

A Important Considerations for Strategic Technology
Planning
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Surfing the Platforms

Architectural Elements Platform 1 Platform 2 Platform 3

Industry Descriptor
MEDITECH Era

Access

Network

Compute

Storage
Backup
Archiving

Security

Recovery

Mainframe Era
MIIS/IMAGIC

Terminals

Serial to Devices
. AOxT OEO A&l

DG Nova, DERAX
Motorola 88K,
DEC Alpha

Direct or SCSI
Tape

Protect Main Storage

Application
Days

Client/Server Era
C/S5.x6.X

O#60 xEOE &
CITRIX, WTS, VDI

LAN, WLAN, WAN,
Internet via Acces$ech

Intel Proprietary

SCSI or SAN
Tape, VTL, Replicas
Protect Backup

Application, O/S

Hours

Web Era
#Web

Browser

Any IP Network

Intel and ?

Flash and Whatever
Replicas

Reduce Main Storage

Defensein-depth

Instantaneous
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Platform 1. I\/Iamframe/l\/llnl Computing

To o Do I

To

Terminals, PCs as Terminals,
Terminal Servers

Simple Bridged or Switched
Networks

Applications Security

No integration to PC NOS
Environment (e.g. Novell,
Banyan, MSFT)

Ghost Jobgan on the same
CPU instead oBackground
Jobn a serverclass
O308BABGAT Oo

A MAGIC Network Protocol

1984~2003

TCP/IP beginning 1994
Singlethreading with ring
buffer management for
efficiency

Apps and OS bundled
0OEI OEI ¢C EO A
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Compute Platform Turf Wars |

Platform 1 Platform 2




O* OO0 OO0l M©Obo OEA

Architectural Platform 1 Platform 1 3/4 Platform 2
Elements

Industry Descriptor  Mainframe Era Client/Server Era
MEDITECH Era MIIS/MAGIC MAGIC-C/S + Hybrids C/S5.x6.X
Access Terminals AAOI ET Al Oho#860O xEOE

4A01 ET Al Oh CITRIX, WTS, VDI

Network GoodLAN, Slow LAN, WLAN, WAN,
WAN, Jittery Remote Internet via Access
Access Tech

Compute MAGIC OSAL, Wintel Intel Proprietary

Storage SCSISome SAN SCSI or SAN

Backup Tape, Tape Libraries Tape, VTL, Replicas

Archiving Protect Main Storage ProtectMain Storage Protect Backup

Security Application Application, O/S Application, O/S
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Platform 1 34 or OSAArchitecture

Technology Level Architecture

Application Layer Magic Programs

Management Layer Magic O/S

Abstraction Layer Magic OSAL

Driver Management Windows 2000

Driver Layer Windows 2000 Intel,
Winsock (TCP/IP)
Storage Drivers;
Magic LAN Drivers
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Platform 2: Client/Server Computing

A PC Fat Clients

A Networks Segmented at
Layer 3vLANS

B g | A Applications Security
ﬂ - - ‘ begins to integrate to PC

o . ‘ NOS Secunty (N D)
X i A Background Jomma_ =
serverkA 1l AOO -#0 EGD
A Big SANs, many disks
A TCP/IP Winsock
A Singlethreading and
A
A
A

SAN Storage

multi-threading

Apps and OS separate,
complicating recovery
Printing still the domain of
the fearless

"AAEODPO OOOEA

SAN Tape Library

« Secure WAN, VPN and

Internet Meditech, LSS, PtCT,
EMR/EAR Valco, CITRIX and
Enterprise Servers

g
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Living Life Between Generations

Architectural Elements Platform 2 Platform 2 3/4 Platform 3

Industry Descriptor

MEDITECH Era

Access

Network

Compute

Storage
Backup
Archiving

Security

Recoverv

Client/Server Era

C/S5.x6.X

Fat Clients, CITRIX, WTS,
VDI

LAN, WLAN, WAN, Internet
via Acces3ech

Intel Proprietary

SCSI or SAN
Tape, VTL, Replicas
Protect Backup

Application, O/S

DAave

Client/Server and Web
Hybrid

C/S5.x6.X
+ #Web

Fat Clients, CITRIX, WTS,
VDI, HTML 5

VNET LAN, WLAN, WAN,
Internet

Intel with Virtual Assist

Tiered Hybrid SAN
VTL & Replicas

Protect Backup & Reduce
Main Storage

Application, O/S, Firewall,
AV

Holiire

Web Era

#Web

HTML 5 Browser

Massivelyvirtual local
interconnects + Internet +
Internet I

Intel with Virtual Assist
AMD with Virtual Assist

Flash and Whatever
Replicas Only

Reduce Main Storage

Defensein-depth

Inetantaneoni i<
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Platform 2 34: Virtualize Me!

Thin, Fat, and Zero Clients
VMwareeverywhere!
Virtual | S S — S— Mix of NPR, CS, MAT, #Web
Network  VLANT VLAN 2 VLAN 3 VLAN 4 Heavier use of Data Repository

NTFS FAL Corruption risk

Networks Segmented at Layer 3,
VLANS

Applications Security integrated
to PC NOS Security (A/D)

-1 OA O000O0A&EE6 EI
Background Joland
Communication Servers
Flashtiered SAN

TCP/IP Winsock

Multi-threading

Apps , OSand Hypervisor
separate, complicating recovery

Printing a bit better

" AAE GpOOBAER)IBR,
MBI/MBF + Legacy

Many, many choices

@ FPARK PLACE

INTERNATIONAIL

J 4 < VYN

WR  WAP Edge Switch Core Switch Core Switch/Router Router  IPS  Firewall

VOYY ¢ ©

Hypervisor Data Movers  Dedicated Servers

wa ] () QU8 E QE @
)k 9 )

Focus CS/NPR MAGIC SCA Web BJP Apps Proxy Actwe Ma|| Imaging Print
Directory

o 800 80 8080806

Tier1 Tier1 Tier1 Tier2 Tier 2 Tier2 Tier3 Tier3 Tier4 Tierd Tierd

Wt

o ToPe DoDe oo oo Do Do Do Io Do Do Ix

2IIM%k
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)l BPAAO | A& ©Poll 01
How many are on:

A Platform 1z

AP
AP
AP

AP

atform 1 % (OSAL)

atform 2 (C/S 5 Only, no VM)
atform 2 %, (C/S 5&6, #Web, Viyl)
atform 3z Check back in 2018
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Compute Platform Turf Wars Il

Platform 2 3/4 Platform 3

-

__

= CiscoUCS = Dell =HP IBM = Microsoft = VMware (EMC) = Cisco UCS = Dell = HP = IBM = Linux = Microsoft = OpenStack = VMware (EMC)

@ FPARK PLACE

INTERNATIONAL



Platform 3: Web & Hybrid Cloudseneral

Private/
Internal

Public/
Extemal

The Cloud

nnnnn
oooooooooo

Pl atform

e = 'ﬁ

Object Storage Runtime Da

Infrastructure
Compute @

Block Storage

cr

On Premises / Intemal Off Premises / Third Party

CIOUd ComPUtlng Types CC-BY-SA 3.0by 5am Johnston

Phones

Cloud Computing

Acknowledgements: Sam Johnston, Wikipedia
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100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%
1996

=S

1998

1

In 2014, more apps are Qfeutral or browser

based than all Windowbound apps

collectively. Hence Office 365 for iPad, on

ihich this Presentation was 50% composeq
0 the point, MEDITECH #Web.

2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

¥ % Windows Apps % Browser Specifc Apps ™% OS Neutral Apps
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Platform 3: Web & MEDITECH Private Cl¢

[ popssn |

[ oot syam | oo s |
NNl
L s

Web/Proxy
Server

Queue

Identity TR

Servers

2 =

Queue

Web/Proxy
Server '

Object Storage

[urma imEan 'l Database |G
s i R P | I

Queue

Block Storage

Client Access Session’ Web App Legacy
Layer and Mgmt  Servers Infrastructure
Security Layer  (Rendering Layer

Layer)

k Layer

International
oaths, 1exas war 2730 GONFBr@NCe

HTML 5 Browser Client

6 - @\@rywhere!

Mix of NPR, CS, MAT, #Web and
associated platforms

Traditional Tier 3 Technology replace
with browser rendering (MEDITECH
Web Applications Servers)

Legacy Client service through real
time web rendering

Heavier use of Data Repository
Network Virtualization ~2016

Applications Security integrated to
Web Credentialing Service

Non-Windows Web and Database
Servers appear

Block and Object Stores
Multi-threading

Apps , OSand Hypervisoseparate,
complicating recovery

Printing a bit better

" AAE QO OBAISH)IDR,
MBI/MBF + Legacy + New
Many, many choices

To o Io Do

o ToPe DooTe o Do oo Ix
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41 AAUOG & PlatfarAi2 B/O U
A Howdid we get here?

I Y2K,HIPAA, ACA/ARRAconstant diversion to compliance issues
I MEDITECH community has embraced new technology unevenly

A Thetechnical infrastructure rast support hybrid MEDITECH
Implementations that include NPR, FS, MAT and #Web

A Majority of Apps use 5.X/6.X Client/Server Architecture relying
heavily on Clients for compute and presentation

A Stringent network latency requirements drive a mixture of
Applications Presentation{enApp, Virtual Desktops (Horizon,
Xen), and MEDITECH Applications Servers

A Everincreasing write workloads on SAN's from clinical
Innovation andcompliance logging offsesomewhat by
emergence of flash tiering
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.
Etiologyz FAL/NTFS Corruption Issue:

Windows 2008 based error A Millions of small files managed by

Log Name:  Application

Source:  ESE NTFS for MEDITECH FS and MA

Event ID: 482

Task Category: General A Inadvertent resuliz Windows FAL
Description: | | — (File Access Lisgwhich has a fixe
Information Store (8580) DBNAmMe: An attempt to write to the file . )

"FAData\DBName.EDB" at offset 315530739712 limit Z becomes fragmented and
(0x0000004977190000) for 32768 (0x00008000) bytes failed after 0

seconds with system error 665 (0x00000299): "The requested maxed OU'[

operation could not be completed due to a file system limitation °,

The write operation will fail with errofl022 (Oxfffffc02). If this A End prOdUCR flle (I‘ead database)

error persists then the file may be damaged and may need to be

restored from a previous backup. COI’I‘UptIOﬂ Wh|Ch can Only be
Rfpweil Feinfo nefoinfo Fi] o otac7agFESe? reversed by massive recopying o

H 3.1
Numhm Sectors : AxARBARAAZhatShala data
Total Clusters = BxA00008885 7 4ch747
Free Clusters = BxA00B0AA0A: 84240

Total Reserved : : AxARARANARARARABAR A Severa| Sites experience mutﬂay

B teu PEI Cluatel

éluﬂtEl“ Per Flleﬂécnld Segment ; EE ‘ (j()\Alr]ter]EBE;

Mft Valid Data Length : A:xAARAAAARAEA3ARAAA
Mft Start Len = AxAARAAAARARAC: BOBA

Mft2 Start Len AxAREARABA2hab5hal
Mft Zone Start : BxA80BRARNARAC 388
Mft Zone End : AxARRE0AREAS EAR0AA
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Action Plang FAL/NTFS Corruption Issues

AO&EOOO Al 11 EAOI 806
A MEDITECH Introduces CondushL¥city 2013
I Based orDiskeeperDefragmentation
I Adds WriteCaching for VM's ilocity
I Testing hopefuk early results mixed
A PPI TestindRaxco
I MEDITECH passes exclusion list to Raxco A
A MEDITECH MTSM Tool for remediation
A MEDITECH MediurTerm Plan

I "Containerize" FS and MAT (make more like
NPRz expected spring 2015)

A MEDITECH Lon@erm Plan

"k I Platform 3
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N
Security Considerations

A Many sites only have Firewall, AV, and AD

A Some are prepared for exposure to the Web

i IDS/IPS

i21 OOAO ", h %@Al OOEI 1T , EOOC
A Virtual Security tools may help those who have not

budgeted for adequate physical security (IDS/IPS,
App Filters, Security Brokers)

A Use the tools you already owrestablish process.
A Must budget for audits and remediation.
A Consider Session 1099 at 2:30
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I
Progress/PlansHigh Availability

A MEDITECH Testing MSlusters with
PPI

Requires Immediate writes to SAN

Increases IOPS 4000% (more flash,
more physical disks needed to
support)

The only technique that will support
offline patching.

A MEDITECH Testing VPLEX with EM

I Early testing successful with shert
distance clusters

I Long distance gealusters not
working due to latency restrictions

I Requires immediate writes to SAN

I Requires Bridgehead for
backup/recovery

A Stratus is still out there
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I
Progress/PlansPatient Portal

A Minimizing cost:
itl 1 6-00
I EXxpose to internal and external networks
I Rely on security mechanisms in software
A Minimizing risk:

I Dedicated physical system(s) or VM Clust ¥
in DMZ X

I IDS/IPS + Firewall DMZ ports
I Reverse Proxies and/or Security Brokers
I No Multiplexing!
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Progress/Plang Private Cloud Disaster Recover

Protected Site =3 Recovery Site

ucvrepliw-m ~-
y qﬂ Omw, 4

A.

A SRM (VMware Site Recovery Manager) roIIout and testing underway with several MEDITECH sites anc

MEDITECHapproved technologies:
i 11T AAO (AU #EEI AOAT 80 (1 OPEOAI | 5+Qq
EMC RecoverPoint CRR with Bridgehead Bookmarks
i #A1 OOAl #Al EAI Ol EA #EEI AOAT 60 (1 OPEOAI
NetApp Mirroring with Bridgehead IDR Snaps
i Phoebe Putney Health System
3Par Mirroring with Bridgehead IDR Snaps

i The Valley Hospital, NJ
IBM SVC Mirroring with Bridgehead IDR Snaps

A .8"8 1 O0i il AOETT EAO OIii A 1EIEOO888
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I
Progress/Plang Cloud Disaster Recover

A Mixture of replication technologies allows full enterprise
recovery of Salinas Valley Memorial Health System in remot
cloud:(see session 1093)

I Data Domain Deduplicated IDR Replication (MEDITECH)
I VSphere Replication (Microsoft, CITRIX, others)
I NetApp Replication (McKesson PACYS)

A PPl moving towards EA testing of RecoverPoint CRR Servic
In a Cloud Target environment
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