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Disclaimer:

Ȱ!Ì×ÁÙÓ ÉÎ ÍÏÔÉÏÎȟ ÔÈÅ ÆÕÔÕÒÅ ÉÓȢȱ
-Yoda



Agenda

ÅDays of Future Past: Surfing the Platforms

ÅThings You May Remember

ÅBuilding MEDITECH Platform 2 ¾

ÅPortals, File Systems, and NTFS, oh my!

ÅBuilding Industry Platform 3

ÅImportant Considerations for Strategic Technology 
Planning



Surfing the Platforms
Architectural Elements Platform 1 Platform 2 Platform 3

Industry Descriptor Mainframe Era Client/Server Era Web Era

MEDITECH Era MIIS/MAGIC C/S5.x-6.X #Web

Access Terminals 0#ȭÓ ×ÉÔÈ &ÁÔ #ÌÉÅÎÔÓȟ 
CITRIX, WTS, VDI

Browser

Network Serial to Devices
.ÅÔ×ÏÒËÓ ÆÏÒ #05ȭÓ

LAN, WLAN, WAN, 
Internet via AccessTech

Any IP Network

Compute DG Nova, DECVAX, 
Motorola 88K,
DEC Alpha

Intel Proprietary Intel and ?

Storage Direct or SCSI SCSI or SAN Flash and Whatever

Backup Tape Tape, VTL, Replicas Replicas

Archiving Protect Main Storage Protect Backup Reduce Main Storage

Security Application Application, O/S Defense-in-depth

Recovery Days Hours Instantaneous



Platform 1: Mainframe/Mini Computing
Å Terminals, PCs as Terminals, 

Terminal Servers
Å Simple Bridged or Switched 

Networks
Å Applications Security
Å No integration to PC NOS 

Environment (e.g. Novell, 
Banyan, MSFT)

Å Ghost Jobs ran on the same 
CPU instead of Background 
Jobson a server-class 
Ȱ3ÕÐÅÒ-#ÌÉÅÎÔȱ

Å MAGIC Network Protocol 
1984~2003

Å TCP/IP beginning 1994
Å Single-threading with ring 

buffer management for 
efficiency

Å Apps and OS bundled
Å 0ÒÉÎÔÉÎÇ ÉÓ Á ȰÂÌÁÃË ÁÒÔȱ



Compute Platform Turf Wars I



Ȱ*ÕÓÔ ÒÕÎ ÁÔ ÔÈÁÔ ×ÁÌÌȟ ÉÔȭÓ O+ȱ
Architectural
Elements

Platform 1 Platform 1 3/4 Platform 2

Industry Descriptor Mainframe Era N/A Client/Server Era

MEDITECH Era MIIS/MAGIC MAGIC-C/S + Hybrids C/S5.x-6.X

Access Terminals 4ÅÒÍÉÎÁÌÓȟ 0#ȭÓ ÁÓ 
4ÅÒÍÉÎÁÌÓȟ 0#ȭÓ

0#ȭÓ ×ÉÔÈ &ÁÔ #ÌÉÅÎÔÓȟ 
CITRIX, WTS, VDI

Network Serial to Devices
.ÅÔ×ÏÒËÓ ÆÏÒ #05ȭÓ
Modems

GoodLAN, Slow 
WAN, Jittery Remote 
Access

LAN, WLAN, WAN, 
Internet via Access
Tech

Compute Proprietary with 
Choice

MAGIC OSAL, Wintel Intel Proprietary

Storage Direct or SCSI SCSI,Some SAN SCSI or SAN

Backup Tape Tape, Tape Libraries Tape, VTL, Replicas

Archiving Protect Main Storage ProtectMain Storage Protect Backup

Security Application Application, O/S Application, O/S

Recovery Days Hours-Days Hours



Platform 1 ¾ or OSAL Architecture
Technology Level Architecture

Application Layer Magic Programs

Management Layer Magic O/S

Abstraction Layer Magic OSAL

Driver Management Windows 2000

Driver Layer Windows 2000 Intel, 
Winsock (TCP/IP) 
Storage Drivers;

Magic LAN Drivers



Platform 2: Client/Server Computing
Å PC Fat Clients
Å Networks Segmented at 

Layer 3, vLANs
Å Applications Security 

begins to integrate to PC 
NOS Security (A/D)

Å Background Jobson a 
server-ÃÌÁÓÓ Ȱ3ÕÐÅÒ-#ÌÉÅÎÔȱ

Å Big SANs, many disks
Å TCP/IP Winsock
Å Single-threading and 

multi-threading
Å Apps and OS separate, 

complicating recovery
Å Printing still the domain of 

the fearless
Å "ÁÃËÕÐÓ ȰÔÒÉÃËÙȱ



Living Life Between Generations
Architectural Elements Platform 2 Platform 2 3/4 Platform 3

Industry Descriptor Client/Server Era Client/Server and Web 
Hybrid

Web Era

MEDITECH Era C/S5.x-6.X C/S5.x-6.X
+ #Web

#Web

Access Fat Clients, CITRIX, WTS, 
VDI

Fat Clients, CITRIX, WTS, 
VDI, HTML 5

HTML 5 Browser

Network LAN, WLAN, WAN, Internet 
via AccessTech

VNET, LAN, WLAN, WAN, 
Internet 

Massivelyvirtual local 
interconnects + Internet + 
Internet II

Compute Intel Proprietary Intel with Virtual Assist Intel with Virtual Assist
AMD with Virtual Assist

Storage SCSI or SAN Tiered Hybrid SAN Flash and Whatever

Backup Tape, VTL, Replicas VTL & Replicas Replicas Only

Archiving Protect Backup Protect Backup & Reduce 
Main Storage

Reduce Main Storage

Security Application, O/S Application, O/S, Firewall, 
AV

Defense-in-depth

Recovery Days Hours Instantaneous



Platform 2 ¾: Virtualize Me!
Å Thin, Fat, and Zero Clients
Å VMware everywhere!
Å Mix of NPR, CS, MAT, #Web
Å Heavier use of Data Repository
Å NTFS FAL Corruption risk
Å Networks Segmented at Layer 3, 

vLANs
Å Applications Security integrated 

to PC NOS Security (A/D)
Å -ÏÒÅ ȰÓÔÕÆÆȱ ÉÎ $-:
Å Background Jobsand 

Communication Servers
Å Flash-tiered SAN
Å TCP/IP Winsock
Å Multi-threading
Å Apps , OS, and Hypervisor 

separate, complicating recovery
Å Printing a bit better
Å "ÁÃËÕÐÓ Ȱvery ÔÒÉÃËÙȱ ɀISB, IDR, 

MBI/MBF + Legacy
Å Many, many choices



)ÍÐÁÃÔ ÏÆ ȰΫ 0ÌÁÔÆÏÒÍÓȱ ɀPoll
How many are on:

ÅPlatform 1 ɀ

ÅPlatform 1 ¾ (OSAL) ɀ

ÅPlatform 2 (C/S 5 Only, no VM)ɀ

ÅPlatform 2 ¾ (C/S 5&6, #Web, VM) ɀ

ÅPlatform 3 ɀCheck back in 2018



Compute Platform Turf Wars II



Platform 3: Web & Hybrid Cloud - General

Acknowledgements: Sam Johnston, Wikipedia



WhereDo Apps Live?

Installed base of enterprise applications© Gartner2012 Courtesy of VMware

In 2014, more apps are OS-neutral or browser-
based than all Windows-bound apps 
collectively. Hence Office 365 for iPad, on 
which this Presentation was 50% composed. 
More to the point, MEDITECH #Web.



Platform 3: Web & MEDITECH Private Cloud
Å HTML 5 Browser Client
Å 6-ȭÓ everywhere!
Å Mix of NPR, CS, MAT, #Web and 

associated platforms
Å Traditional Tier 3 Technology replaced 

with browser rendering (MEDITECH 
Web Applications Servers)

Å Legacy Client service through real-
time web rendering

Å Heavier use of Data Repository
Å Network Virtualization ~2016
Å Applications Security integrated to 

Web Credentialing Service
Å Non-Windows Web and Database 

Servers appear
Å Block and Object Stores
Å Multi-threading
Å Apps , OS, and Hypervisor separate, 

complicating recovery
Å Printing a bit better
Å "ÁÃËÕÐÓ Ȱvery ÔÒÉÃËÙȱ ɀISB, IDR, 

MBI/MBF + Legacy  + New
Å Many, many choicesClient

Layer
Access
and
Security
Layer

Web/Proxy
Server

Web/Proxy
Server

Session
Mgmt
Layer

Web App
Servers
(Rendering
Layer)

Legacy
Infrastructure
Layer



4ÏÄÁÙȭÓ 2ÅÁÌÉÔÙ ɀPlatform 2 3/4
Å Howdid we get here?

ï Y2K,HIPAA, ACA/ARRA ɀconstant diversion to compliance issues

ï MEDITECH community has embraced new technology unevenly

Å Thetechnical infrastructure must support hybrid MEDITECH 
implementations that include NPR, FS, MAT and #Web

ÅMajority of Apps use 5.X/6.X Client/Server Architecture relying 
heavily on Clients for compute and presentation

Å Stringent network latency requirements drive a mixture of 
Applications Presentation (XenApp), Virtual Desktops (Horizon, 
Xen), and MEDITECH Applications Servers

Å Ever-increasing write workloads on SAN's from clinical 
innovation and compliance logging offset somewhat by 
emergence of flash tiering



EtiologyɀFAL/NTFS Corruption Issues
ÅMillions of small files managed by  

NTFS for MEDITECH FS and MAT

Å Inadvertent result ɀWindows FAL 
(File Access List) ɀwhich has a fixed 
limit ɀbecomes fragmented and 
maxed out

ÅEnd product ɀfile (read database)
corruption which can only be 
reversed by massive recopying of 
data

ÅSeveral sites experience multi-day 
downtimes

Windows 2008 based error 
Log Name:      Application 
Source:        ESE 
Event ID:      482 
Task Category: General 
Level:         Error 
Description: 
Information Store (8580) DBNAme: An attempt to write to the file 
"F:\Data\DBName.EDB" at offset 315530739712 
(0x0000004977190000) for 32768 (0x00008000) bytes failed after 0 
seconds with system error 665 (0x00000299): "The requested 
operation could not be completed due to a file system limitation ".  
The write operation will fail with error -1022 (0xfffffc02).  If this 
error persists then the file may be damaged and may need to be 
restored from a previous backup.



Action Plan ɀFAL/NTFS Corruption Issues
ÅȰ&ÉÒÓÔ ÄÏ ÎÏ ÈÁÒÍȣȱ

ÅMEDITECH Introduces Condusiv V-Locity 2013

ïBased on DiskeeperDefragmentation

ïAdds WriteCaching for VM's in Vlocity

ïTesting hopeful ɀearly results mixed

Å PPI Testing Raxco

ïMEDITECH passes exclusion list to Raxco API

ÅMEDITECH MTSM Tool for remediation

ÅMEDITECH Medium-Term Plan

ï"Containerize" FS and MAT (make more like 
NPR ɀexpected spring 2015)

ÅMEDITECH Long-Term Plan

ïPlatform 3



Security Considerations
ÅMany sites only have Firewall, AV, and AD

ÅSome are prepared for exposure to the Web

ïIDS/IPS

ï2ÏÕÔÅÒ ',ȟ %ØÃÌÕÓÉÏÎ ,ÉÓÔÓȟ !#,ȭÓ

ÅVirtual Security tools may help those who have not 
budgeted for adequate physical security (IDS/IPS, 
AppFilters, Security Brokers)

ÅUse the tools you already own ɀestablish process.

ÅMust budget for audits and remediation.

ÅConsider Session 1099 at 2:30



Progress/Plans - High Availability
ÅMEDITECH Testing MS-Clusters with 

PPI
ïRequires immediate writes to SAN
ï Increases IOPS 40-100% (more flash, 

more physical disks needed to 
support)

ïThe only technique that will support 
offline patching.

ÅMEDITECH Testing VPLEX with EMC 
ïEarly testing successful with short-

distance clusters
ïLong distance geo-clusters not 

working due to latency restrictions
ïRequires immediate writes to SAN
ïRequires Bridgehead for 

backup/recovery

Å Stratus is still out there



Progress/Plans - Patient Portal
ÅMinimizing cost:
ï!ÌÌ 6-ȭÓ

ïExpose to internal and external networks

ïRely on security mechanisms in software

ÅMinimizing risk:
ïDedicated physical system(s) or VM Cluster 

in DMZ

ïIDS/IPS + Firewall DMZ ports

ïReverse Proxies and/or Security Brokers

ïNo Multiplexing!



Progress/Plans ɀPrivate Cloud Disaster Recovery

Å SRM (VMware Site Recovery Manager) rollout and testing underway with several MEDITECH sites and 
MEDITECH-approved technologies:
ï !ÌÄÅÒ (ÅÙ #ÈÉÌÄÒÅÎȭÓ (ÏÓÐÉÔÁÌ ɉ5+Ɋȡ

EMC RecoverPoint CRR with Bridgehead Bookmarks
ï #ÅÎÔÒÁÌ #ÁÌÉÆÏÒÎÉÁ #ÈÉÌÄÒÅÎȭÓ (ÏÓÐÉÔÁÌ

NetApp Mirroring with Bridgehead IDR Snaps
ï Phoebe Putney Health System

3Par Mirroring with Bridgehead IDR Snaps
ï The Valley Hospital, NJ

IBM SVC Mirroring with Bridgehead IDR Snaps

Å .Ȣ"Ȣ !ÕÔÏÍÁÔÉÏÎ ÈÁÓ ÓÏÍÅ ÌÉÍÉÔÓȣȢȢ



Progress/Plans ɀCloud Disaster Recovery

ÅMixture of replication technologies allows full enterprise 
recovery of Salinas Valley Memorial Health System in remote 
cloud:(see session 1093)
ïData Domain De-duplicated IDR Replication (MEDITECH)
ïVSphere Replication (Microsoft, CITRIX, others)
ïNetApp Replication (McKesson PACS)

ÅPPI moving towards EA testing of RecoverPoint CRR Service 
in a Cloud Target environment


